Pricing vulnerable options with correlated risk factors

Abstract

In this paper, we study the valuation of vulnerable European options incorporating with the reduced-form approach, which models the credit default of the counterparty. We provide an analytical pricing model when the components of the state processes, including the dynamics of the underlying asset value and the intensity process corresponding to the default event, are cross-exciting and thus our model could facilitate the description of complex events dependence structure. To illustrate how our model works, we make an application when the state variables follow specific affine jump-diffusion processes. Semi-analytical pricing formula are obtained through a system of matrix Riccati equations, and the formula can be implemented numerically, based on which we give numerical analysis about our proposed model.
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1 Introduction

The main purpose of this paper is to study the valuation of vulnerable European options when the risky factors appeared in the pricing models are dynamic correlated. Following Johnson and Stulz (1987), an option subject to credit risk is referred to as a vulnerable option. Recently, lots of the derivative trading activity have been moving from standardized products quoted on exchange-traded markets towards customized products traded on the over-the-counter (OTC) markets. Unlike the options traded in regulated exchanges, there is no organized exchange in the OTC markets requiring that the option positions should be marked to market on a daily basis and sufficient collateral be ported. When the OTC option writer (the counterparty) defaults, the option holder would only receive a fraction of the contract promised payoff. Thus, the potential credit risk induced by the counterparty may make the option holder have a large loss.

The derivatives with credit risk are mainly related to the credit default events. Hence, the key point to price credit derivatives is how to get the probability of the default. Currently, there are two basic approaches to model credit risk, the structural approach and the reduced-form approach. The former aims at providing an intuitive understanding of credit risk by specifying a firm’s asset value process. An important class of structural models is the class of first-passage time models, specifying default as the first time the firm’s asset value falls below a default boundary.\(^1\) While the reduced-form models provide


Based on these two approaches on modeling credit risk, there are lots of literatures studying the valuation of vulnerable options. Under the assumption of independence between the underlying asset of the option and the credit risk of the counterparty, Hull and White (1995) and Jarrow and Turnbull (1995) work in the reduced-form approach to investigate the vulnerable options. Kang and Kim (2005) also derive a simple closed-form pricing model for vulnerable option under the reduced-from framework proposed by Jarrow and Yu (2001). Under the structural models, Klein (1996) extends the result of Johnson and Stulz (1987) and Hull and White (1995) with more realistic assumptions. Based on Klein (1996), Klein and Inglis (1999) consider the stochastic default boundary instead of constant barrier. Hui, Lo and Lee (2003) propose a valuation model with a dynamic default barrier, and obtain closed-form solutions for vulnerable option values through partial differential equation techniques. However, the evolutions of the two risky assets, i.e., the underlying asset value and the firm value of the counterparty, are modeled by the diffusion processes in all above papers. But this treatment is contrasted with many business situations, such as a sudden drop in the firm value.

To overcome this shortcoming, there have been some extensions on this subject under the structural approach. For instance, Xu at al. (2012) present an improved method of pricing vulnerable option by allowing both of the underlying stock price and the firm’s asset value to follow jump-diffusion processes. Subject to the early default condition presented in Hull and White (1995), Niu and Wang (2015) derive a simple analytical pricing formula via two-dimensional Laplace transforms when the firm value of the counterparty follows a jump-diffusion process and correlates with the underlying asset value which just follows a diffusion process. Based on both of the above risky assets are governed by jump-diffusion processes and the default only happens at the option maturity, Tian et al. (2014) model that the jumps in these two processes correlate with each other except diffusion parts, and they obtain a closed-form pricing formula when the jump size follows normal distribution. Moreover, Niu and Wang (2016) consider a more complex case that the two risky assets follow correlated jump-diffusion processes under Markov-modulated regime switching, and they provide an analytical solution which can be numerically implemented. Han et al. (2018) also investigate the valuation of vulnerable European option considering the market prices of common systematic jump risks under regime-switching jump-diffusion models.

From the definition of vulnerable option, we can know that pricing vulnerable options includes two issues, the market risk (i.e., the value of the underlying asset of the option) and the credit risk (i.e., the default event of the counterparty of the option). Thus, how to model the dependence between the market risk and the credit risk correctly is one of the key points. However, almost all of the existing vulnerable option pricing models just proposed a simple and static structure of the correlation. For example, Cherubini and

---

2Besides these studies, there are other extensions for the vulnerable option pricing models. See, for example, Huang and Liu (2005) study the vulnerable option pricing by assuming non-tradability of the assets at the counterparty incomplete markets. Cao and Wei (2001) consider the default boundary is the function of the bonds and the option, and examined the price of vulnerable option by the Monte-Carlo simulation. Liang and Ren (2007) develop a pricing model for the OTC options incorporating a practical default condition, and obtain the pricing formulae by using Green’s function. Klein and Yang (2010) extend the models of Johnson and Stulz (1987) and Klein (1996) to price vulnerable American options.
Luciano (2003) use the copula functions to describe the dependence relationship between these two risks statically, and other studies just only use the correlation coefficient $\rho$ of two diffusion parts in risky asset value processes to describe the dependence under the structural approach. In the real economy, the value of the underlying asset and the default event of the counterparty would be dynamically affected by each other. Specifically, besides the diffusion parts, the jumps in the value of the underlying asset as a risk factor would also have impacts on the counterparty’s default policy (or the firm value of the counterparty), and vice versa.

In this paper we would like to adopt the reduced-form approach to model the default timing of the counterparty, and the intensity of the point process in the reduced-form approach would describe the default probability$^3$. Generally, if the underlying asset and the firm of the counterparty in the vulnerable option belong to two correlated industries, when there are jumps in the underlying asset value, it will feedback to the counterparty’s industry and the firm value of the counterparty would also change suddenly. Since the jumps of the firm value of the counterparty directly affect the default timing, and the default timing is associated with the intensity of the point process in the reduced-form approach, the jumps in the underlying asset value would have an obvious impact on the intensity process via the above affecting channel. Meanwhile, the change of the intensity would also affect the underlying asset value. Thus, as the state processes of these correlated risk factors, the intensity process and the underlying asset value process are cross-exciting, and we could provide a model of dynamic correlation between the market risk and credit risk incorporating the feedback phenomena, which is one of the contributions of this paper.

Not that in valuing financial securities including options, one inevitably faces a trade-off between the analytical and computational tractability of pricing and estimation, and the complexity of the probability model for the state vector $X$. Following the existing studies on the reduced-form approach, we would let the state vector $X$ follow affine jump-diffusion (AJD) processes$^4$, which have proved to be particularly fruitful in developing tractable and are crucial to obtain the explicit vulnerable option pricing formulae. Moreover, the estimation of the parameters would also be tractable in practice. And that is why we would like to price vulnerable options incorporating the reduced-form framework.

This paper will investigate the valuation of vulnerable European options when the dynamic of the value of the underlying asset, which is driven by a double exponential jump-diffusion processes (for example, see Chen and Kou (2009)), and the intensity process with jumps corresponding to the default timing of the counterparty are cross-exciting. Thus, another contribution of this paper is that, subject to the early default condition, we develop a general analytical pricing formula of the vulnerable European option under the reduced-form framework when both the market risk and the credit risk contain unpredictable jump risks. Specifically, as an application, we let the state vector $X$ follow the AJD processes and obtain a closed-form pricing formula of the vulnerable European option, which can be numerically implemented.

The rest of the paper is organized as follows. Section 2 presents the model setting and basic assumptions. In section 3, we derive the analytical pricing formula of vulnerable European options by using the martingale technique and two-dimensional Laplace transform. Section 4 presents numerical results and analysis about the prices of vulnerable European options.

\[^3\text{Hence, the reduced-form model can also be called the intensity-based model.}\]

\[^4\text{For example, see Duffie, Pan and Singleton (2000), Errasi, Giesecke and Goldberg (2010).}\]
options. Section 5 concludes.

2 Basic setting of the model

As we know, a vulnerable European option is an European option whose counterparty may default at any time prior to the option maturity. Thus the value of the vulnerable European option is determined by both the underlying asset value of the option at expiration and the default probability of the counterparty, which is modeled by the reduced-form approach in this paper. To be convenience, we first briefly introduce the setting of the reduced-form model, i.e., the intensity-based model.

2.1 Intensity-based model of credit risk

Fix a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with right-continuous and complete information filtration \(\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}\), on which default stopping times \(0 < \tau_1 < \tau_2 < \cdots\) are defined. The nature of the probability \(\mathbb{P}\) depends on the application. In risk management applications, \(\mathbb{P}\) is the actual or statistical measure. In valuation applications, \(\mathbb{P}\) is a risk-neutral pricing measure, relative to which the discounted price of a traded security is a martingale. Since we mainly study the pricing problem, unless otherwise stated, the probability \(\mathbb{P}\) used in the rest of this paper is risk-neutral.

The reduced-form approach assumes that the defaults occur unexpectedly. For the credit risk induced by the default, the default stopping time \(\tau\) is equivalent to counting processes \(N_t\), i.e., \(N_t = 1\{\tau \leq t\}\), and we specify the counting processes \(N_t\) through a conditional intensity \(\lambda_t\) and unit jump size. The intensity \(\lambda_t\) follows a strictly positive stochastic process that describes the conditional mean arrival rate in the sense that

\[
E[N_{t+\Delta t} - N_t | \mathcal{F}_t] \approx \lambda_t \Delta t,
\]

for small \(\Delta t > 0\), which means \(\{N_t - \int_0^t \lambda_s ds : t \geq 0\}\) is a local martingale relative to \(\mathbb{P}\). Under the intensity-based model, the process followed by the intensity determines the distribution of stopping time completely.

Moreover, in the reduced-form approach, we denote full filtration \(\mathcal{F}_t = \mathcal{H}_t \vee \mathcal{G}_t\), where \(\mathcal{H}_t\) is the natural filtration of the default indicator process \(N_t = 1\{\tau \leq t\}\) and \(\mathcal{G}_t\) denotes the “market filtration”. For the counting process \(N_t\), we make doubly stochastic assumption on its intensity \(\lambda_t\). Thus \(N_t\) is a Cox process, i.e. conditional on \(\mathcal{G}_t\) available at time \(t\), for \(0 \leq s \leq t\),

\[
P(N_t - N_s = k | \mathcal{F}_s \vee \mathcal{G}_\infty) = \frac{(\Lambda_t - \Lambda_s)^k}{k!} e^{-(\Lambda_t - \Lambda_s)},
\]

where \(\Lambda_t = \int_0^t \lambda_u du\). Specifically, under this setting, we get the probability of the default time: for \(0 \leq t \leq T\), we have

\[
P_t(\tau > T) = \hat{E}_t[e^{-\int_0^T \lambda_u du}],
\]

where \(\hat{E}_t[\cdot] = \hat{E}[\cdot | \mathcal{G}_t]\) is the expectation conditional on the current market information \(\mathcal{G}_t\).

2.2 Underlying asset models

To generalize the model of the risky asset value with jumps, we use a double exponential jump-diffusion process. A main advantage of the two-sided jump process is that it can
describe unexpected up and down changes in firm’s asset value, which provides sufficient economic insights about the mechanism of the vulnerable option pricing.

Under the double exponential jump-diffusion model, Kou (2002) has shown that when using a HARA type utility function for a representative agent, the rational-expectations equilibrium price of an asset is given by the expectation of the discounted asset payoff under a risk-neutral measure $\mathbb{P}$. Under such a risk-neutral measure $\mathbb{P}$, the value of the underlying asset $S_t$ follows a double exponential jump-diffusion process

$$
\frac{dS_t}{S_t-} = (r - \phi)dt + \tilde{\sigma}_1 dW^1_t + d\left(\sum_{i=1}^{\tilde{N}_t}(e^{Y_i} - 1) \right) - \tilde{\lambda}\xi dt,
$$

(2.1)

whose solution is obtained by

$$
S_t = e^{Z_t} := \exp\{\ln S_0 + (r - \phi - \frac{1}{2}\tilde{\sigma}_1^2 - \tilde{\lambda}\xi)t + \tilde{\sigma}_1 W^1_t + \sum_{i=1}^{\tilde{N}_t} Y_i\},
$$

where

$$
Z_t = \ln S_0 + (r - \phi - \frac{1}{2}\tilde{\sigma}_1^2 - \tilde{\lambda}\xi)t + \tilde{\sigma}_1 W^1_t + \sum_{i=1}^{\tilde{N}_t} Y_i
$$

(2.2)

is the return process of the value of the underlying asset $S_t$ and $Z_0 = \ln S_0$, $r$ the constant risk-free interest rate, $\phi$ the total payment rate to the firm’s investor, $\tilde{\sigma}_1$ the volatility of the firm’s asset value, $W^1_t$ standard Brownian motion, $\{\tilde{N}_t, t \geq 0\}$ a Poisson process with constant intensity rate $\tilde{\lambda}$, $Y_i$ i.i.d. jumps with double exponential density

$$
f_Y(y) = p_1 \eta_1 e^{-\eta_1 y} 1_{\{y \geq 0\}} + p_2 \eta_2 e^{\eta_2 y} 1_{\{y < 0\}}, \quad \eta_1 > 1, \eta_2 > 0, p_1 + p_2 = 1,
$$

and $\xi$ the mean percentage jump size given by

$$
\xi = E[e^Y - 1] = \frac{p_1 \eta_1}{\eta_1 - 1} + \frac{p_2 \eta_2}{\eta_2 + 1} - 1.
$$

We assume that all sources of the randomness $\{W^1_t; t \geq 0\}$, $\{\tilde{N}_t; t \geq 0\}$ and $\{Y_1, Y_2, \cdots\}$ are independent. Note that, under the risk-neutral measure $\mathbb{P}$, $S_t$ is a martingale after proper discounting: $S_t = E[e^{-(r - \phi)(T-t)}S_T|\mathcal{F}_t]$, where $\mathcal{F}_t$ is the information up to time $t$.

As we have analyzed before, the jump $J_t := \sum_{i=1}^{\tilde{N}_t} Y_i$ in the underlying asset value can also affect the intensity process $\lambda_t$ of the counting process $N_t$. Thus, we treat the jump $J_t$ as a risk factor. And to describe the cross-exciting between the intensity process $\lambda_t$ and the underlying asset value, we let the dynamic of $\lambda_t$ satisfy the following stochastic differential equation (SDE)

$$
d\lambda_t = \kappa(\theta - \lambda_t)dt + \tilde{\sigma}_2 dW^2_t + \delta dJ_t,
$$

(2.3)

where $\kappa$ and $\theta$ are parameters characterizing the mean-reverting of the intensity process, $W^2_t$ is a standard Brownian motion which is correlated with $W^1_t$ by

$$
dW^1_t dW^2_t = \rho dt.
$$

Besides, parameter $\delta$ reflects the sensitivity of the intensity to the jump in the underlying asset value, and the volatilities $\tilde{\sigma}_1$ and $\tilde{\sigma}_2$ may be the function of $\lambda_t$. Thus, the market risk and credit risk are correlated just not only by the diffusion parts with the static correlation coefficient $\rho$, but also dynamic correlated by the cross-exciting jumps. Moreover, we assume $\{(W^1_t, W^2_t); t \geq 0\}$ and $\{N_t; t \geq 0\}$ are mutually independent.
2.3 Vulnerable European option pricing model

In this paper, we extend the vulnerable European option pricing model given in Hull and White (1995) and Klein (1996), especially our model follows the early default and payoff conditions which are also proposed in Hull and White (1995). Recall that $\tau$ is the time when the counterparty defaults, and we denote the option maturity by $T$, then the payoff of a vulnerable European call option is given as follows

$$C_\tau = (S_T - K)^+ 1_{\{\tau \geq T\}} + \alpha P_\tau(S_T, K) 1_{\{\tau < T\}},$$

where $K$ is the strike price of the option, $P_\tau(S_T, K)$ represents the current value of the option assuming no default happens at time $\tau$, $\alpha$ is the proportional recovery made in the event of default, i.e., only the proportion $\alpha$ of the current value of the option at default time $\tau$ is paid out by the counterparty.

By the standard risk-neutral arguments, the price of a vulnerable European option at time 0 is given as

$$C_0 = E[e^{-rT}(S_T - K)^+ 1_{\{\tau > T\}}] + E[e^{-r\tau} \alpha P_\tau(S_T, K) 1_{\{\tau \leq T\}}].$$

(2.4)

Since the option price $P_\tau(S_T, K)$ at time $\tau$ satisfies

$$P_\tau(S_T, K) = E_\tau[e^{-r(T-\tau)}(S_T - K)^+] ,$$

substituting this formula into the formula (2.4), we can easily get

$$C_0 = E[e^{-rT}(S_T - K)^+ 1_{\{\tau > T\}}] + \alpha E[e^{-rT}(S_T - K)^+ 1_{\{\tau \leq T\}}].$$

(2.5)

Formula (2.5) implies that the value of the vulnerable option is determined by the underlying asset value at the option maturity $T$, the default probability at time $\tau$ and the correlation between the default event and the underlying asset value. Without jumps, i.e. $\lambda = 0$, equation (2.5) can be reduced to vulnerable option pricing model in Hull and White (1995), and they give the explicit pricing formula with the independent assumption under the reduced-form approach. However, when considering the jumps and the dependent assumption under the reduced-form approach, all the existing methods cannot be directly applied to derive the vulnerable option pricing formula. The main contribution of this paper is that, subject to the early default condition shown in (2.4) and considering dynamic dependence between the market risk and the credit risk, we will obtain the analytical vulnerable option pricing formula under the reduced-form approach with affine jump-diffusion state processes.

3 General pricing model with cross-exciting jumps

As mentioned above, our proposed pricing model is based on the reduced-form approach with affine jump-diffusion (AJD) state-process. To introduce our model, we thus first present the AJD state-process framework briefly.\footnote{Besides the AJD state-process, the state vector can also be supposed to follow linear-quadratic jump-diffusion (LQJD) processes, which have also been proved to be fruitful in developing tractable option pricing formulae under the reduced-form framework. For example, see Chen, Filipovic and Poor (2004), Cheng and Scaillet (2007), Jiang and Yan (2009). Since this paper mainly focuses on how to apply the dynamic correlation structure to price vulnerable options, and the result obtained under the LQJD framework would not have intrinsic difference with which got under the ADJ framework, without generally, we omit the details about LQJD for the space consideration and it is available upon request.}
3.1 Review of AJD state-vectors

As before, we fix a probability space \((\Omega, \mathcal{F}, P)\) and an information filtration \(\{\mathcal{F}_t : t \geq 0\}\), and suppose \(X\) is an \(n\)-dimensional Markov process of càdlàg state variables drawn from some state space \(D \subset \mathbb{R}^n\). The dynamics of the state vector \(X\) follow the stochastic differential equation (SDE)

\[
dX_t = \mu(t, X_t)dt + \sigma(t, X_t)dW_t + dM_t. \tag{3.1}
\]

Here, for AJD state-process model, \(M_t\) is a pure process whose jumps have a fixed probability distribution \(\nu(dy, t)\) on \(\mathbb{R}^n\) and arrive with intensity \(\hat{\lambda}(t, X_t)\), \(W_t\) is a \(n\)-dimensional \(\mathcal{F}_t\)-standard Brownian motion vector, the drift \(\mu: D \rightarrow \mathbb{R}^n\), \(\sigma: D \rightarrow \mathbb{R}^{n \times n}\), and the entries of \(\mu, \hat{\lambda}\) and covariance matrix \(\Omega = \sigma(t, X_t)\sigma(t, X_t)^\top\) are all affine in \(X\). Duffie, Pan and Singleton (2000) have provided the structural constraints as well as the admissibility conditions for AJD class, which the above setting of the parameters in (3.1) satisfies. To get more knowledge about the affine jump-diffusion one can check Duffie, Pan and Singleton (2000) and the references therein.

3.2 Standard transforms for the state vectors

Recall that \(J_t = \sum_{i=1}^{\tilde{N}_t} Y_i\) is the jump component of the underlying asset value \(S_t\). According to the above analysis, \(J_t\) itself can be treated as a risk factor. To model the dynamic dependence relationship of the jumps in the underlying asset value and the probabilities of default time of the counterparty, we let the intensity process of the corresponding counting process of the default satisfy the following SDE

\[
d\lambda_t = dR_t + \delta dJ_t, \tag{3.2}
\]

where \(R_t\) is the continuous and diffusion part, and \(\delta\) is a function of jump cumulative sizes expressing the sensitivity of stopping times to jumps in the underlying asset value. If \(\delta\) is larger the intensities would be more sensitivity to the underlying asset value jumps. For the extension of the above model, we let

\[
d\lambda_t = dR_t + \delta dJ_t + \sum_{j=1}^{m-1} \delta_j dM_j(t), \tag{3.3}
\]

where \(M_j(t), j = 1, \ldots, m - 1\), are the other pure jump processes which make the SDE (3.3) be formally similar to equation (3.1) and have unpredicted impacts on the intensity process, here \(m > 1\) is an integer number. \(\{\delta_j\}_{j=1}^{m-1}\) are sensitive parameters to jumps \(\{M_j(t)\}_{j=1}^{m-1}\), respectively. An the illustration, a sample path of the specified intensity is provided in Figure 1, which shows that the dynamic dependence relationship between the intensity process and the jumps in the underlying asset value.

[Insert Figure 1 About Here.]

\[\text{[Insert Figure 1 About Here.]}\]
Generally, we consider an extension of SDE (3.3) that the state vector $X_t$ is driven by multivariate pure jump processes, whose jump times are either temporally or non-temporally consistent with each other, and $X_t$ solves the following SDEs

$$dX_t = \mu(t, X_t)dt + \sigma(t, X_t)dW_t + \sum_{j=1}^{m} \delta_j dM_j(t), \quad (3.4)$$

where $M_j(t)$ is a pure jump process whose jumps have a fixed probability distribution $\nu_j$ on $\mathbb{R}^n$ and arrive with intensity $\lambda_j(X_t) : t \geq 0$, for some function $\lambda_j : D \to [0, \infty)$, and $\{\delta_j\}_{j=1}^{m}$ are $n$-dimensional diagonal matrixes, their each component is a sensitive parameter to the component of $\{M_j\}_{j=1}^{m}$.

To price the derivatives with credit risk including vulnerable option, we need the standard transform of the state vector $X_t$, which is defined by

$$\psi(g; X_t, t, T) = E_t[\exp(-\int_{T}^{T} R(s, X_s)ds) e^{g(T, X_T)}], \quad (3.5)$$

where the expectation $E_t[\cdot] = E[\cdot | \mathcal{F}_t]$ is taken conditional on information $\{\mathcal{F}_t, t \leq T < \infty\}$ up to time $t$, $R(t, X_t)$ and $g(t, x_t)$ are all continuous differentiable functions of $t$ and $X_t$. If the process

$$\Psi(t, X_t) = \exp(-\int_{0}^{t} R(s, X_s)ds) e^{g(t, X_t)}$$

is a martingale, then $\psi(g; X_t, t, T) = e^{g(t, X_t)}$, and this implies that the function $g(t, X_t)$ satisfies a partial integral differential equation (PIDE) in the following lemma.

**Lemma 1** If the technical integrability conditions hold and the function $g(t, X_t)$ satisfies the following PIDE

$$\frac{\partial g}{\partial t} + \mu^\top \frac{\partial g}{\partial x} + \frac{1}{2} \text{tr}[(\frac{\partial^2 g}{\partial x^2} + \frac{\partial g}{\partial x}(\frac{\partial g}{\partial x})^\top)\sigma\sigma^\top] + \sum_{j=1}^{m} \lambda_j(\theta_j - 1) = R, \quad (3.6)$$

where $\theta_j = \int_{\mathbb{R}^n} [e^{g(t,x+z)}-g(t,x)]d\nu_j(z)$ whenever the integral is well defined, $j = 1, 2, \cdots, m$, then $\Psi_t$ is a martingale.

The proof method is similar to the methods used in Errais, Giesecke and Goldberg (2010), and the proof details of this lemma is given in Appendix A.

**Remark 2.1** To get the solution to PIDE (3.6) under the AJD framework, interest rate $r_t$ and intensity processes $\{\lambda_j(X_t)\}_{j=1}^{m}$ should be affine functions of $X_t$, Hence the term $R$ and $g$ in formula (3.5) are also affine functions of $X_t$. Denote $\pi = g$, $R$, $r$ and $\{\lambda_j(X_t)\}_{j=1}^{m}$, then

$$\pi(t, x) = A_\pi(t)^\top x + B_\pi(t).$$

#### 3.3 Analytical solution of the standard transform for AJD state-vectors

In this section we will derive an analytical solution of the standard transform when the state vectors are constituted by AJD processes. Based on the equation (3.6) in Lemma 1
proposed above, we can show that the standard transform \( (3.5) \) is known as an exponential affine function in closed-form up to the solutions to ordinary differential equations (ODEs). Then we show how the prices of vulnerable options can be recovered by inverting this transform.

To achieve this, we first reset the drift \( \mu \), intensities \( \{ \lambda_j \}_{j=1}^m \) and covariance matrix \( \Omega = \sigma \sigma^\top \) and fix an affine discount-rate function \( R : D \to \mathbb{R} \). The affine dependence of \( \mu \), \( \Omega \), \( \{ \lambda_j \}_{j=1}^m \) and \( R \) determined by coefficients \( (K, \Omega, \{ l_j \}_{j=1}^m, \rho) \) are defined by

\[
\mu = K_0 + K_1 X, \\
(\Omega)_{ij} = (\Omega_0)_{ij} + (\Omega_1)_{ij} \cdot X, \\
R = \rho_1(t) \cdot X + \rho_0(t), \\
\lambda_j = l_{i,j}(t) \cdot X + l_{0,j}(t),
\]

Substituting the formula (3.7) into the PIDE (3.6) and denote \( g_{xx^\top} = \frac{\partial g}{\partial x}(\frac{\partial g}{\partial x})^\top \), then the function \( g(t, X_t) \) satisfies the following PIDE

\[
\frac{\partial g}{\partial t} + (K_0 + K_1 X) \cdot \frac{\partial g}{\partial x} + \frac{1}{2} \text{tr}[\Omega g_{xx^\top}] + \sum_{j=1}^m [l_{1,j}(t) \cdot X + l_{0,j}(t)](\theta_j - 1) = R. 
\]

We may solve the above PIDE up to a system of ODEs using the method of undetermined coefficients. To achieve this, we assume that the affine function

\[
g(t, X_t) = \alpha(t) + \beta(t) \cdot X_t
\]

is the solution to the PIDE (3.8), with terminal condition \( g(T, x) = g_0(x) \), here \( \beta = (\beta_1, \ldots, \beta_n)^\top \). By substituting the partial derivatives of \( g \) into (3.8) and collecting the terms with the same powers of the state vector \( X \), note that the PIDE holds for any values of \( X \), then the sum of coefficients of any power of \( X \) in (3.8) must be zero. Thus this leads to the following system of complex-valued ODEs

\[
-\frac{d\alpha(t)}{dt} = -\rho_0 + K_0 \cdot \beta(t) + \frac{1}{2} \beta(t)^\top \Omega_0 \beta(t) + \sum_{j=1}^m l_{0,j}(\theta_j - 1), \\
-\frac{d\beta(t)}{dt} = -\rho_1 + K_1^\top \beta(t) + \frac{1}{2} \sum_{i,j} \beta_i(t) \beta_j(t)(\Omega_1)_{ij} + \sum_{j=1}^m l_{1,j}(\theta_j - 1). 
\]

Therefore, we can now provide the following theorem based on the above analysis.

**Theorem 1** Suppose that the technical integrability conditions hold, then the standard transform can be given by

\[
\psi(g; X_t, t, T) = E_t[\exp(- \int_t^T R(s, X_s)ds) e^{g(T, X_T)}] \\
= e^{g(t, X_t) = e^{\alpha(t) + \beta(t) \cdot X_t}} 
\]

where the coefficient functions \( (\alpha, \beta) \in \mathbb{R} \times \mathbb{R}^n \) admit a unique solution through the system of Riccati equations (3.9) with the terminal condition \( g(T, x) = g_0(x) \).

---

7 The following expressions can also be expressed by Kronecker product operator of matrices, see Cheng and Scaillet (2007) etc.
Specifically, to price options, we usually should set $g_0(X_T) = u \cdot X_T$, $u \in \mathbb{C}^n$. Then, for $u \in \mathbb{C}^n$, the set of $n$-tuples of complex numbers, $\theta_j$ is rewritten as

$$\theta_j(u) = \int_{\mathbb{R}^n} \exp(\delta_j u \cdot z) d\nu_j(z)$$

whenever the integral is well-defined, these “jump transforms” $\theta_j$ determine the jump-size distributions, $j = 1, 2, \cdots, m$. Thus $(K, \Omega, \{\theta_j\}_{j=1}^m, \{\theta_j\}_{j=1}^m, \rho)$ captures both the distribution of $X$ as well as the effects of any discounting, and determines a standard transform $\psi : \mathbb{C}^n \times D \times \mathbb{R}^+ \times \mathbb{R}^+ \to \mathbb{C}$ conditional on $\mathcal{F}_t$, when well defined at $t \leq T$, by

$$\psi(u; X_t, t, T) = E_t[\exp(-\int_t^T R(s, X_s)ds)e^{u X_T}]. \tag{3.12}$$

Then based on Theorem 1 we have that

$$\psi(u; X_t, t, T) = e^{\alpha(t)+\beta(t) \cdot X_t}, \tag{3.13}$$

and the coefficient functions $\alpha$ and $\beta$ still satisfies ODEs (3.9), but with boundary conditions $\alpha(T) = 0$ and $\beta(T) = u$.

In order to apply this result in pricing vulnerable options discussed in next section, we need to compute the solutions $\alpha$ and $\beta$ to ODEs (3.9). As the application with the specific case in the next section, explicit solutions could be obtained. However, solutions cannot be provided analytically in most of cases, and they should be given numerically, for example by Runge-Kutta numerical method. This suggests a practical advantage of choosing a jump distribution $\nu$ with an explicitly known or easily computed jump transform $\theta$.

### 3.4 Transform inversion for option pricing

Anticipating the application to option pricing, it calls for the calculation of expected oncept value of the option at maturity $\Phi : \mathbb{R}^n \times \mathbb{R}^n \times D \times \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}$ defined as follows

$$\Phi(u, v, X_t, t, T) = E_t[\exp(-\int_t^T R(s, X_s)ds)(e^{u X_T} - v)^+]. \tag{3.14}$$

For the above equality, we have

$$\Phi(u, v, X_t, t, T) = E_t[\exp(-\int_t^T R(s, X_s)ds)(e^{u X_T} - v)1_{\{u X_T \geq \ln(v)\}}] \tag{3.15}$$

$$= G_{u,-u}(-\ln(v); X_t, t, T) - vG_{0,-u}(-\ln(v); X_t, t, T),$$

where, given some $(x, T, a, b) \in D \times [0, \infty) \times \mathbb{R}^n \times \mathbb{R}^n$, $G_{a,b}(:; x, t, T) : \mathbb{R} \to \mathbb{R}^+$ is given by

$$G_{a,b}(y; X_t, t, T) = E_t[\exp(-\int_t^T R(s, X_s)ds)e^{a X_T}1_{\{b X_T \leq y\}}]. \tag{3.16}$$

The Fourier-Stieltjes transform $\hat{G}_{a,b}(; x, t, T)$ of $G_{a,b}(; x, t, T)$, if well defined, is given by

$$\hat{G}_{a,b}(k; x, t, T) = \int_{\mathbb{R}} e^{iky} dG_{a,b}(y; x, t, T)$$

$$= E_t[\exp(-\int_t^T R(s, X_s)ds) \exp((a + ikb) \cdot X_T)]$$

$$= \psi(a + ikb, X_t, t, T).$$
Now, based on the results on the Lévy inversion formula\textsuperscript{8} (from the typical case of a proper cumulative distribution function), we may extend the Lévy inversion formula to obtain the following proposition, which is also similar to the result given in Duffie, Pan and Singleton (2000).

**Proposition 1 (Transform Inversion)** For fixed $T \in (0, \infty)$, $a \in \mathbb{R}^n$ and $b \in \mathbb{R}^n$, we assume that $((K, \Omega, \{l_j\}_{j=1}^m, \{\theta_j\}_{j=1}^m, \rho)$ is well-behaved at $(a + ikb, T)$ for any $k \in \mathbb{R}$, and that

$$\int_{\mathbb{R}} |\psi(a + ikb, X_t, t, T)|dk < \infty. \quad (3.17)$$

Then $G_{a,b}(\cdot; x, t, T)$ is well defined by (3.16) and given by

$$G_{a,b}(y; X_t, t, T) = \frac{\psi(a, X_t, t, T)}{2} - \frac{1}{\pi} \int_0^{\infty} \frac{\text{Im}[\psi(a + ikb, X_t, t, T)e^{-iky}]}{k} dk,$$

where $\text{Im}(c)$ denotes the imaginary part of $c \in \mathbb{C}$.

The proof details of Proposition 1 are given in Appendix B.

**Remark 3.1** For the discounted rate $R = 0$, the formula (3.18) gives us the probability distribution function of $b \cdot X_T$. Thus the associated transition density of $X$ is derived by differentiation of $G_{a,b}$.

### 4 Vulnerable option pricing

In this section, we start to derive the analytical solution of vulnerable European option pricing formula, based on the above analysis and results incorporating with the reduced-form approach. As an application, we present a closed-form of pricing formula under the specific SDEs which the state variables follow.

#### 4.1 Pricing formula

Recall that the price of the vulnerable European call option at time 0 is

$$C_0 = E[e^{-rT}(e^{Z_T} - K)^+1_{\{\tau > T\}}] + \alpha E[e^{-rT}(e^{Z_T} - K)^+1_{\{\tau \leq T\}}], \quad (4.1)$$

where the dynamic of $Z_t$ follows (3.4). Specifically, in the previous model setting, $Z_t$ is given by (2.2), i.e.,

$$dZ_t = (r - \phi - \frac{1}{2}\tilde{\sigma}_1^2 - \tilde{\lambda}\xi)dt + \tilde{\sigma}_1 dW_t^1 + dJ_t, \quad (4.2)$$

Then, we have

\textsuperscript{8}See, for example, Gil-Pelaez (1951) and Williams (1991) for a treatment of the Lévy inversion formula.
We can obtain the functions $G$ and $G_u$ governed by (3.4). Thus, we have

$$C_C = C_1 + C_2,$$

where

$$C_1 = (1 - \alpha)E[e^{-rT}(S_T - K)^+1_{\{T \geq t\}}]$$

$$= (1 - \alpha)E[e^{-rT}(e^{Z_T} - K)^+1_{\{T > T\}}]$$

$$:= C_1 + C_2,$$  \hspace{1cm} (4.3)

and $C_2$ can be directly given by the Black-Scholes formula. Hence it is just only necessary to derive the formula of $C_1$ to get the pricing formula of vulnerable European call option analytically.

We let the AJD vector $X_t = (Z_t, \lambda_t)^T$ with initial value $X_0 = (Z_0, \lambda_0)$, where $\lambda_t$ is also governed by (3.4). Thus, we have

$$C_1 = (1 - \alpha)E[e^{-\int_0^T (r + \lambda_t)dt}(e^{Z_T} - K)^+]$$

$$= (1 - \alpha)e^{-rT}\Phi(u, v, X_0, 0, T)$$

$$= (1 - \alpha)E[\exp(-\int_0^T (r + \lambda_t)dt)(e^{Z_T} - K)1_{\{Z_T \geq \ln K\}}]$$

$$= (1 - \alpha)E[\exp(-\int_0^T R(t, X_t)dt)(e^{uX_T - v})1_{\{uX_T \geq \ln(v)\}}],$$  \hspace{1cm} (4.5)

where we denote $u$ and $v$ by $u = (1, 0)^T$ and $v = K$ respectively, and $R(X_t) = r + \lambda_t = \rho_0 + \rho_1 \cdot X_t$ with $\rho_0 = r$ and $\rho_1 = (0, 1)^T$.

Remind the formulae (3.15) and (3.16), we get

$$C_1 = (1 - \alpha)[G_{u,-u}(-\ln(v); X_0, 0, T) - vG_{0,-u}(-\ln(v); X_0, 0, T)],$$  \hspace{1cm} (4.6)

where the functions $G$ can be analytically given by Proposition 1,

$$G_{u,-u}(-\ln(v); X_0, 0, T) = \frac{\psi(u, X_0, 0, T)}{2}$$

$$- \frac{1}{\pi} \int_0^\infty \frac{\text{Im}[\psi(u - iku, X_0, 0, T)e^{ik\ln(v)}]}{k} dk$$  \hspace{1cm} (4.7)

and

$$G_{0,-u}(-\ln(v); X_0, 0, T) = \frac{\psi(0, X_0, 0, T)}{2}$$

$$- \frac{1}{\pi} \int_0^\infty \frac{\text{Im}[\psi(-iku, X_0, 0, T)e^{ik\ln(v)}]}{k} dk.$$  \hspace{1cm} (4.8)

We can obtain the functions $G_{u,-u}(-\ln(v); X_0, 0, T)$ and $G_{0,-u}(-\ln(v); X_0, 0, T)$ according to Theorem 1 by solving ODEs (3.9) and (3.9), which determine the functions $\psi$. Therefore, we would obtain the pricing formula of vulnerable European option.

Based on the above calculations and analysis, The following theorem provides an analytical pricing formula of vulnerable European call option when its risk factors are cross-exciting, which is the main result of this paper.
Theorem 2 Suppose that the dynamics of the value of the underlying asset and the intensity of the counting process corresponding to the default time are both affine jump-diffusion processes, which are driven by $(3.4)$. Then the pricing formula of the vulnerable European call option at time $0$ $C_0$ satisfies

$$C_0 = C_1 + C_2 = (1 - \alpha) S_0 e^{-rT} \left( e^{Z_T} - \frac{K}{S_0} \right)^+ 1_{\{\tau > T\}} + \alpha E[e^{-rT}(S_T - K)^+] + \alpha E[e^{-rT}(S_T - K)^+],$$

(4.9)

where $C_1$ is given by the formulae (4.6)–(4.8) with the function $\psi$ solved through Theorem 1, and $C_2 = \alpha E[e^{-rT}(S_T - K)^+]$ can be directly given by Black-Scholes formula in the jump model

$$C_2 = \alpha \sum_{m=0}^{\infty} e^{-\lambda T} \frac{\lambda^j T^j}{j!} E[f(0, S_0 e^{-\lambda T + \sum_{i=1}^{j} Y_i})]$$

(4.10)

where

$$f(t, x) = x N(d_+(t, x)) - K e^{-r(T-t)} N(d_-(t, x)),$$

$$d_\pm(t, x) = \ln\left(\frac{x}{K}\right) + (r - \phi \pm \frac{1}{2} \sigma^2_1)(T - t) \frac{\sigma_1 \sqrt{T-t}}$$

and

$$N(y) = \int_{-\infty}^{y} \frac{1}{\sqrt{2\pi}} e^{-\frac{z^2}{2}} dz$$

is the cumulative standard normal distribution function.

Remark 4.1 For the vulnerable European put option, we can also get an analytical pricing formula with the similar analysis and calculation.

Note that the above pricing formula $C_1$ is derived formally, and $X_t = (Z_t, \lambda_t)$ is the general affine jump-diffusion state vector. To illustrate how to apply our model to price vulnerable European options, we will make a specification on the state vector $X$ as a concrete example, and thus propose a closed-form pricing formula in the next subsection.

4.2 Pricing formula with a specific cross-exciting intensity process

We consider the case that the intensity of $\tilde{N}_t$ in $J_t$ is a constant $\tilde{\lambda} > 0$. We simply set the risk-free interest rate $r$ to be constant. Except the pure jump process $J_t = \sum_{i=1}^{\tilde{N}_t} Y_i$ given in (2.2), there is no any other pure jump drives the intensity process $\lambda_t$, i.e., $J = (J_t, J_t^\top)$ and the intensity of $M_t$ is $\lambda_1 = \tilde{\lambda}$. Thus, we let the state vector $X = (Z_t, \lambda_t)$. The dynamics of the state vectors $X$ are governed by the following processes:

$$dZ_t = \mu dt + \sigma_1 \sqrt{\lambda_t} dW^1_t + dJ_t,$$

$$d\lambda_t = \kappa(c - \lambda_t) dt + \sigma_2 \sqrt{\lambda_t} dW^2_t + \delta dJ_t,$$

We omit the proof here, one can refer to Shreve (2004, Chapter 11, Theorem 11.7.5) for the details of deriving the formula (4.10).

If the risk-free interest rate is driven by an affine jump-diffusion process, in which the jump part affects other processes, then we could also get the vulnerable option pricing formula analytically by using our general pricing model. Moreover, this model could reflect much more realistic business situation and is more complex in calculation and analysis. For the space consideration, we omit the detail of deriving the pricing formula under this case and it is available upon request.
where $\mu = r - \phi - \tilde{\lambda} - \frac{1}{2} \sigma_1^2 \lambda_t := \tilde{\mu} - \frac{1}{2} \sigma_1^2 \lambda_t$, $W^1$ and $W^2$ are standard Brownian motions with correlation coefficient $\rho$, i.e., $dW^1_t dW^2_t = \rho dt$, $\delta$ is a sensitive parameter and it could be a function of time.\footnote{For instance, we can define $\delta = a \cdot 1_{(\cdot > h)}$ for constants $a > 0$ and $h > 0$, this means that when the jump of the value of the underlying asset is over the given threshold level $h$, then the intensity of default time $\tau$ will be enhanced with positive sensitive parameter $a$, while the cumulative jump size is less than $h$, then no impact of the jump of the underlying asset value on the intensity $\lambda_t$.} While in this example, we simply assume that $\delta$ is a constant parameter, for instance $\delta = 1$. The above processes indicate that the intensity $\lambda_t$ is strictly positive, and the market risk and credit risk in vulnerable options are cross-excited, since both of the two processes are affected by each other.

To take advantage of Theorem 2, we rewrite the above SDEs as follows:

$$dX_t = \mu X dt + \sigma X d\tilde{W}_t + \zeta dM_t,$$

where $\mu = K_0 + K_1 X = \left( \tilde{\mu} + k \zeta \right) + \left( \begin{array}{cc} 0 & -\frac{1}{2} \sigma_1^2 \lambda_t \end{array} \right)$, $\tilde{W}_t = (W^1, W^2)^\top$, $\zeta = (\delta, 0)$ is a sensitive parameter matrix and the pure jump process $M_t = (J_t, J_t)^\top$. The covariance matrix is $\sigma \sigma^\top = \tilde{\lambda} \left( \begin{array}{cc} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{array} \right)$. As mentioned above, we let $R(t, X_t)$ in formula (3.5) be given by

$$R(X_t) = r + \lambda_t = \rho_0 + \rho_1 \cdot X_t$$

with $\rho_0 = r$ and $\rho_1 = (0, 1)^\top$, and the intensity of $M_t$, i.e., $\lambda_1$ is given by

$$\lambda_1 = \tilde{\lambda} = l_0 + l_1 \cdot X_t$$

with $l_0 = \tilde{\lambda}$ and $l_1 = (0, 0)^\top$.

To make the formula (4.6) be tractable, we have to calculate

$$\psi(u, X_t, t, T) = E_t [e^{-\int_t^T r + \lambda_s ds} e^{g(T, X_T)}],$$

where $g(t, X_t) = \alpha(t) + \beta(t) \cdot X_t$ with the terminal condition $g(T, X_T) = \tilde{u} \cdot X_T$ and $\tilde{u} = (u, 0)^\top \in \mathbb{C}^2$, i.e., $\alpha(T) = 0$ and $\beta(T) = (u, 0)^\top$.

Thus, by the result of Theorem 1 we have

$$\psi(u, X_t, t, T) = \psi(\tilde{u}, X_t, t, T) = e^{\alpha(t) + \beta(t) \cdot X_t},$$

where $\alpha(t), \beta(t)$ are the solutions to the following system of Riccati equations

\begin{align}
-\frac{d\alpha(t)}{dt} &= -r + \dot{\mu} \beta_1(t) + \kappa \sigma_2 \beta_2(t) + \tilde{\lambda} \int_{\mathbb{R}^2} e^{(\xi \beta(t))^\top z} d\nu(z) - 1, \\
-\frac{d\beta(t)}{dt} &= - \left( \begin{array}{cc} 0 & 0 \\ 0 & -\kappa \beta_2(t) \end{array} \right) \\
&\quad \quad + \frac{1}{2} \left[ \beta_1 \left( \begin{array}{cc} 0 \\ \sigma_1^2 \end{array} \right) + \beta_2 \left( \begin{array}{cc} 0 \\ \sigma_2^2 \end{array} \right) + 2 \beta_1 \beta_2 \left( \begin{array}{cc} 0 \\ \rho \sigma_1 \sigma_2 \end{array} \right) \right],
\end{align}

with boundary conditions $\beta(T) = (u, 0)^\top$ and $\alpha(T) = 0$. \footnote{For instance, we can define $\delta = a \cdot 1_{(\cdot > h)}$ for constants $a > 0$ and $h > 0$, this means that when the jump of the value of the underlying asset is over the given threshold level $h$, then the intensity of default time $\tau$ will be enhanced with positive sensitive parameter $a$, while the cumulative jump size is less than $h$, then no impact of the jump of the underlying asset value on the intensity $\lambda_t$.}
Then the above ODEs can be rewritten as follows:

\[
\begin{align*}
\frac{d\alpha(\tau, u)}{dt} &= (r - \mu u) - \kappa c \beta_2(t) - \bar{\lambda} \left( \int_{\mathbb{R}^2} \exp\{(u, \delta \beta_2(t)) \cdot z\} dv(z) - 1 \right), \\
\frac{d\beta_2(\tau, u)}{dt} &= (1 - \frac{1}{2} u^2 \sigma_1^2) - (\rho \sigma_1 \sigma_2 - \kappa) \beta_2(t) - \frac{1}{2} \sigma_1^2 \beta_2, \quad (4.14)
\end{align*}
\]

subject to the boundary conditions \(\alpha(T) = 0\) and \(\beta_2(T) = 0\). The transform of \(\psi\) of the log-price state variable \(Z_t\) should be rewritten as

\[
\psi(u, X_t, t, T) = e^{\alpha(\tau, u) + uZ_t + \beta_2(\tau, u)\lambda_t}.
\]

It is easy to solve the above Riccati equations with closed-form solutions subject to the boundary conditions \(\alpha(T) = 0\) and \(\beta_2(T) = 0\). By the Lemma 2 in Appendix C, the solution of \(\beta_2(t)\) is given as follows,

\[
\beta_2(\tau, u) = \frac{q}{\sigma_2^2} + \frac{\gamma}{\sigma_2^2} \tanh\left( \frac{-\gamma \tau}{2} + q \right), \quad (4.16)
\]

where \(\gamma = \sqrt{\kappa^2 + (\rho^2 - 1)u^2 \sigma_1^2 \sigma_2^2 + 2\sigma_1^2 - 2\rho \mu \kappa \sigma_1 \sigma_2}\), \(g = \kappa - \rho \sigma_1 \sigma_2\), \(q = \frac{1}{2} \ln(\frac{\gamma - g}{\gamma + g})\), and the function \(\tanh(\cdot)\) is defined by

\[
\tanh(x) \equiv \frac{e^x - e^{-x}}{e^x + e^{-x}} = \frac{e^{2x} - 1}{e^{2x} + 1}.
\]

Moreover, letting \(a = 2 - u^2 \sigma_1^2\), \(b = \rho \sigma_1 \sigma_2 - \kappa\), then \(\gamma = \sqrt{a \sigma_2^2 + b^2}\), and the formula of \(\beta_2(\tau, u)\) (4.16) can be rewritten by

\[
\beta_2(\tau, u) = \frac{\alpha(e^{-\gamma \tau} - 1)}{2 \gamma - (b + \gamma)(1 - e^{-\gamma \tau})}. \quad (4.17)
\]

Thus, we can get the analytical formula of \(\alpha(t)\) by substituting the above closed-form solution (4.16) or (4.17) into the first equation of (4.14), and we have\(^{13}\)

\[
\alpha(\tau, u) = \alpha(T) + (r - \mu)(t - T) + \kappa \int_0^\tau \beta_2(s, u) ds + \int_0^\tau \bar{\lambda} \cdot (\theta(u, \beta_2(s, u)) - 1) ds
\]

\[
= (\bar{\mu} - r) \tau + \kappa c \int_0^\tau \beta_2(s, u) ds + \int_0^\tau \bar{\lambda} \cdot (\theta(u, \beta_2(s, u)) - 1) ds
\]

\[
= (\bar{\mu} - r) \tau + \kappa c \left( \frac{q}{\sigma_2^2} + \frac{2\kappa}{\sigma_2^2} \ln\left( \frac{\cosh\left( \frac{\gamma s}{2} + q \right)}{\cosh\left( \frac{-\gamma s}{2} + q \right)} \right) \right)_{s=0}^\tau
\]

\[
+ \int_0^\tau \bar{\lambda} \cdot (\theta(u, \beta_2(s, u)) - 1) ds
\]

\[
= (\bar{\mu} - r) \tau + \kappa c \left( \frac{q}{\sigma_2^2} + \frac{2\kappa}{\sigma_2^2} \ln\left( \frac{\cosh(q)}{\cosh\left( \frac{-\gamma \tau}{2} + q \right)} \right) \right)
\]

\[
+ \int_0^\tau \bar{\lambda} \cdot (\theta(u, \beta_2(s, u)) - 1) ds.
\]

\(^{12}\)To be more precise, \(\gamma^2 = |\gamma^2|^{1/2} \exp(i \arg(\gamma^2)/2)\), where \(\gamma^2 = \kappa^2 + (\rho^2 - 1)u^2 \sigma_1^2 \sigma_2^2 + 2\sigma_1^2 - 2\rho \mu \kappa \sigma_1 \sigma_2\). Note that for any \(z \in \mathbb{C}\), \(\arg(z)\) is defined such that \(z = |z| \exp(i \arg(z))\), with \(-\pi \leq \arg(z) \leq \pi\).

\(^{13}\)For any \(z \in \mathbb{C}\), \(\ln(z) = \ln |z| + i \arg(z)\), as define on the “principal branch”.
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Since the function \( \cosh(x) = \frac{e^x + e^{-x}}{2} \), the above function \( \alpha(\tau, u) \) can be rewritten by

\[
\alpha(\tau, u) = (\bar{\mu} - r - \frac{K\sigma}{\gamma - b})\tau - \frac{2K\sigma}{\gamma^2} \ln\left(1 - \frac{\gamma + b}{2\gamma}(1 - e^{-\gamma\tau})\right) + \int_0^\tau \lambda \cdot (\theta(1, \beta_2(s, u)) - 1)ds.
\]

(4.18)

Recall that

\[\theta(u, \beta_2(\tau, u)) = \int_{\mathbb{R}^2} \exp\{(u, \delta\beta_2(\tau, u)) \cdot y\}d\nu(y),\]

and \( \nu(dy) \) is the fixed probability distribution of a two-dimensional vector of jump processes \( M_t = (J_t, J_t) \) with arrival intensity \( \lambda \). As the specific jump process used in Kou and Wang (2003), and Chen and Kou (2009), we could assume that the jumps size of \( Y \) in \( J_t \) has a double exponential density

\[f_Y(y) = p_1\eta_1e^{-\eta_1y}1_{\{y \geq 0\}} + p_2\eta_2e^{\eta_2y}1_{\{y < 0\}},\]

where \( p_1, p_2 \geq 0 \) are constants, \( p_1 + p_2 = 1 \), and \( \eta_1 > 0, \eta_2 > 0 \). Note that the means of the two exponential distributions are \( \mu_1 = 1/\eta_1 \) and \( \mu_2 = 1/\eta_2 \) respectively, then for any \( c \in \mathbb{C} \), the moment generating function of jump size \( Y \) is given by

\[E[e^{cY}] = \frac{p_1\eta_1}{\eta_1 - c} + \frac{p_2\eta_2}{\eta_2 - c} = \frac{p_1}{1 - \mu_1c} + \frac{p_2}{1 + \mu_2c}.\]

Based the above results, we can get \( \theta(u, \beta_2(\tau, u)) \) through the direct calculation and have

\[
\theta(u, \beta_2(\tau, u)) = \frac{p_1}{1 - \mu_1(u + \delta\beta_2(\tau, u))} + \frac{p_2}{1 + \mu_2(u + \delta\beta_2(\tau, u))}
\]

(4.19)

\[= \frac{p_1}{1 - \mu_1(u + \frac{\delta_a(e^{-\gamma\tau} - 1)}{2\gamma(1 + e^{-\gamma\tau})})} + \frac{p_2}{1 + \mu_2(u + \frac{\delta_a(e^{-\gamma\tau} - 1)}{2\gamma(1 + e^{-\gamma\tau})})}.
\]

Therefore, we could get that the following formulae

\[
\int_0^\tau \theta(u, \beta_2(s, u))ds = p_1F_1(u, \tau) + p_2F_2(u, \tau),
\]

(4.20)

with

\[F_1(u, \tau) = \frac{(\gamma - b)\tau}{(\gamma - b + \delta\mu_1a)} - \mu_1u(\gamma - b) - \frac{2\delta\mu_1a}{f_{11}(u)} \ln\left(1 - \frac{f_{11}(u)}{2\gamma f_{12}(u)}(1 - e^{-\gamma\tau})\right),\]

and

\[F_2(u, \tau) = \frac{(\gamma - b)\tau}{(\gamma - b + \delta\mu_2a) + \mu_2u(\gamma - b)} + \frac{2\delta\mu_2a}{f_{21}(u)} \ln\left(1 - \frac{f_{21}(u)}{2\gamma f_{22}(u)}(1 - e^{-\gamma\tau})\right),\]

\[\text{Besides the double exponentially distributed jump size, we could also assume the jump size has normal density density with mean } \mu_0, \text{ and variance } \sigma^2_\nu, \text{ or an exponential density with mean } \mu_. \text{ Here we adopt the double exponential distribution of jump size for analytical tractable in calculation, and it can also reflect more realistic in the up and down of the asset values.}\]
where the functions $f_{11}(u)$, $f_{12}(u)$, $f_{21}(u)$, and $f_{22}(u)$ are given as follows

\[
\begin{align*}
    f_{11}(u) &= \gamma^2 - (b - \delta \mu_1 a)^2 + \mu_1^2 u^2 (\gamma^2 - b^2) - 2(\gamma^2 - b^2)\mu_1 u - 2\mu_1^2 a \delta,
    \\
    f_{12}(u) &= \gamma - b + \delta \mu_1 a + \mu_1^2 u^2 (\gamma - b) - 2\mu_1 (\gamma - b) u - \mu_1^2 a \delta,
    \\
    f_{21}(u) &= \gamma^2 - (b + \delta \mu_2 a)^2 + \mu_2^2 u^2 (\gamma^2 - b^2) + 2(\gamma^2 - b^2)\mu_2 u - 2\mu_2^2 a \delta,
    \\
    f_{22}(u) &= \gamma - b - \delta \mu_2 a + \mu_2^2 u^2 (\gamma - b) + 2\mu_2 (\gamma - b) u - \mu_2^2 a \delta.
\end{align*}
\]

Substituting the above formulae (4.20) into (4.18), then $\alpha(\tau, u)$ can be solved analytically through the direct calculation. Therefore, we get the closed-form of $\psi$. Numerical Results

where the functions $\psi$ in our pricing model are analytical with simple functions, the speed and efficiency of the pricing via Laplace inversion based on the results in Proposition 1. Since almost formulae in pricing formula (4.9) and (4.10) are analytical given, we could provide the numerical results of the vulnerable European call option price under reduced-form credit risk model with correlated risk factors, including jump risk in the underlying asset value and the intensity of the counting process describing the occurrence of credit risk of the counterparty.

Remark 4.1 As a simple example, if the parameter $u = 0$ and $t = 0$, which corresponds to the function $\psi(0, X_0, 0, T)$, we can derive the more simple expressions about the formulæ (4.19) and (4.20). In fact, in this case and suppose $\delta = 1$, (4.19) is given as follows

\[
\theta(u, \beta_2(\tau, u)) = \frac{p_1}{1 + \frac{p_1}{\mu_1 a(1-e^{-\gamma \tau})}} + \frac{p_2}{1 - \frac{p_2}{\mu_2 a(1-e^{-\gamma \tau})}},
\]

and the formula (4.20) is

\[
\int_0^\tau \theta(u, \beta_2(s, u)) ds = p_1 f_1(u, \tau) + p_2 f_2(u, \tau),
\]

where

\[
\begin{align*}
    f_1(u, \tau) &= \frac{\gamma - b}{\gamma - b + a \mu_1} - \frac{2a \mu_1}{\gamma^2 - (b + a \mu_1)^2} \ln \left(1 - \frac{(\gamma + b) - a \mu_1}{2\gamma} (1 - e^{-\gamma \tau})\right),
    \\
    f_2(u, \tau) &= \frac{\gamma - b}{\gamma - b - a \mu_2} + \frac{2a \mu_2}{\gamma^2 - (b - a \mu_2)^2} \ln \left(1 - \frac{(\gamma + b) + a \mu_2}{2\gamma} (1 - e^{-\gamma \tau})\right).
\end{align*}
\]

5 Numerical Results

In this section, for the theoretical results derived in Subsection 4.2, we present numerical results of the vulnerable European call option price under reduced-form credit risk model with correlated risk factors, including jump risk in the underlying asset value and the intensity of the counting process describing the occurrence of credit risk of the counterparty. Since the functions $\psi(1, X_0, 0, T)$, $\psi(0, X_0, 0, T)$, $\psi(1 - ik, X_0, 0, T)$ and $\psi(-ik, X_0, 0, T)$ in pricing formula (4.9) and (4.10) are analytical given, we could provide the numerical pricing via Laplace inversion based on the results in Proposition 1. Since almost formulae in our pricing model are analytical with simple functions, the speed and efficient of the calculation algorithm with Laplace inversion would be fast and high.

We mainly discuss the effects of some basic parameters on vulnerable European options, which are illustrated in Figure 2-8, including time to maturity, correlation, spot-to-strike ratio, sensitivity of intensity, volatility. To facilitate our analysis, we use the set of baseline parameters given in Table 1.
We just choose these parameters to be broadly consistent with those used in the literatures to calibrate standard structural credit risk models and option models based on real financial data, such as Chen and Kou (2009), He and Xiong (2012), Tian et al. (2014). Preference parameters listed in Table 1 represent a typical business situation. In the basic case, the vulnerable option is at the money, and is written by a highly leveraged firm. Time to maturity $T$ is assumed to be one year. The risk-free interest rate $r$ is assumed to be constant and we let $r = 0.058$, and payment rate to the investors is also constant with $\phi = 0.02$. The market value of the asset underlying the option and the intensity process corresponding to default are correlated with instantaneous correlation coefficient $\rho = 0.6$, and the deadweight cost of bankruptcy $\alpha = 0.6$. We also assume that the constant intensity of $N_t$ in $J_t$ is given by $\lambda = 2$, which means that the shocks to the underlying asset value happen two times one year. Following the volatility setting in the above papers, we assume that the volatility of risky asset values $\sigma_1 = 0.2$, and the volatility of the intensity process $\sigma_2 = 0.3$. Besides, both the parameters describing the jumps in the underlying asset values including mean jump size and the parameters describing the intensity process are also given in Table 1.

By taking the parameters given in Table 1, Figure 2 and Figure 3 shows how the vulnerable option prices behave against correlation coefficient $\rho$ and spot-to-strike ratio $\frac{S_0}{K}$. In Figure 2, the vulnerable option prices change as spot-to-strike ratio increases from 0.6 to 1.6 for five specific correlation coefficients $\rho = -1$, $\rho = -0.5$, $\rho = 0$, $\rho = 0.5$ and $\rho = 1$. From Figure 2 and Figure 3 we could find that, the European vulnerable call option price increases as $\frac{S_0}{K}$ increases, and decrease as $\rho$ increases. These means that the vulnerable option price is positively related to spot-to-strike ratio, and negatively related to correlation coefficient, which is consistent with the intuition. In fact, $\rho$ describes the degree of consistency between option’s value and the default of counterparty. Thus, for the bigger correlation coefficient, when the amplitude of the deep in-the-money gets more large, and the default probability would also get more large correspondingly, which reduce the option’s value.

In other hand, both of Figure 2 and Figure 3 imply that the vulnerable option price would decrease as spot-to-strike ratio $\frac{S_0}{K}$ decreases. This numerical result based on our pricing model is consist with the theory of options, which shows that the underlying asset value deceasing or the strike price increasing would reduce the option price. In Figure 4, reduction in European vulnerable option price, i.e, the difference between the vulnerable option price and the vanilla option price, becomes larger as the spot-to-strike ratio increases. It means that the reduction amplitude of the value of European vulnerable call option, i.e., the reduction of the value of European call option price caused by the credit risk of the counterparty, would increase as spot-to-strike ratio increases, since the occurrence of default is more possible when the option is more deep in-the-money so that the reduction in the option price would be more large. Hence, Figure 4 further supports the analysis result derived from Figure 2 and Figure 3.
Since our pricing model considers the cross-exciting between the underlying asset value process and the intensity process corresponding to the credit risk $\lambda_t$, and sensitivity of intensity $\delta$ reflects how the jumps in the underlying asset value affect the intensity process, we should assess the impact of $\delta$ on the vulnerable option prices. Figure 5 shows Vulnerable European call option price against spot-to-strike ratio for different sensitivity of intensity, which are given by $\delta = 0$, $\delta = 0.5$, $\delta = 1$, $\delta = 1.5$ and $\delta = 2$, respectively. The figure demonstrates that the vulnerable call option price decreases as the $\delta$ increases. Intuitively, when $\delta > 0$ is larger, the jumps in intensity process would become larger so that the intensity gets larger, thus the default probability would be higher which makes the option price be smaller to compensate the credit risk of the counterparty.

Moreover, Figure 6 shows vulnerable call option price against sensitivity of intensity $\delta$ with three different strike prices $K = 35$, $K = 40$, and $K = 45$, respectively. From Figure 6, we could also find that the vulnerable call option prices are negatively related sensitivity of intensity and strike price. In Figure 5 and Figure 6, the amplitude of change of the vulnerable option prices as $\delta$ increases from 0 to 2 is a little small, this is because mean jump size $\xi = -0.0388$ in both the underlying asset value process and the intensity process is close to 0, which depends on choice of the parameters of the jump. If the mean jump size $\xi$ is large, the impacts of the cross-exciting between two risky factors in our proposed model will be more obvious. Hence, the vulnerable option prices are negatively correlated with $\delta$ and $\xi$. Note that our model can be reduced to the existing models if we set $\delta = 0$, thus Figure 4-5 indicate that our proposed model considering the correlated risk factors is more realistic, flexible and tractable than the model presented under reduced-form credit risk approach. Hence our model improves the existing studies on vulnerable option pricing.

Besides showing the effects of the correlation coefficient, spot-to-strike ratio and sensitivity of intensity to the vulnerable option prices, we also discuss the relationship between vulnerable option prices and other two key parameters of the options, i.e., maturity and volatilities. Figure 7 presents vulnerable call option prices against the volatilities of underlying asset value and the intensity process. When $\sigma_1$ and $\sigma_2$ change from 0.05 to 0.5 respectively, the range of the vulnerable option prices are $(1.825, 4.078)$ and $(2.307, 2.483)$. From this figure, we could find that the volatility of the underlying asset value $\sigma_1$ is positively correlated with the option prices, the volatility of the intensity process $\sigma_1$ is negatively correlated with the option price, and the impact of the volatility associated with market risk on the option price is more sensitive than the volatility associated credit risk. This result is consistent with the other model based on structural approach, such as Tian et al. (2014) etc.
In Figure 7, vulnerable call option prices trace out an inverted S-shaped curve against spot-to-strike ratio for three maturities $T = 1$, $T = 1.5$, and $T = 2$. This figure indicates that when spot-to-strike ratio is less than some fixed number, then vulnerable call option price becomes smaller when time to maturity gets bigger, in contrast, the vulnerable option price would get larger when time to maturity increase gets bigger. Actually, when spot-to-strike ratio is less than a fixed number, the option is out-the-money or at least not deep in-the-money, the default risk is relative small for different time to maturity $T$, and the return would be larger with higher probability when $T$ is bigger. Hence, in this case the option prices would be larger for the bigger maturity, and the margin value of the option increases as spot-to-strike ratio increases. Meanwhile, when spot-to-strike ratio increases over the fixed number, the option would be deep in-the-money at maturity with high probability, and this probability would be higher as time to maturity increases. Thus, in this case the vulnerable option price is positively correlated with time-to-maturity, and the margin value of the option decreases as spot-to-strike ratio increases.

Note that the effects of other parameters in vulnerable options have been studies in many papers, see e.g., Hull and White (1995), Tian et al. (2014). In conclusion, based on the above numerical analysis, the effects of some key parameters on the vulnerable European call option prices are summarized in Table 2.

Remark 5.1 For the vulnerable European put option, we can also use the analytical pricing formula and the same algorithm to present the similar numerical analysis.

6 Conclusion

Owing to the fact that risk factors associated with market risk and credit risk in vulnerable options could be dynamic correlated and hence the probability of the default of the counterparty would be affected, this paper discusses a model of pricing vulnerable European options under the reduced-form framework. In the proposed vulnerable options pricing model, the dynamic of the value of the underlying asset is driven by a double exponential jump-diffusion processes, and the intensity process with jumps corresponding to the default timing of the counterparty are cross-exciting subject to the early condition. As an application, we let the state vector $X$ follow the AJD processes and obtain a closed-form pricing formula of the vulnerable European option through a system of matrix Riccati equations, and the formula can be implemented numerically which can be numerically implemented. The numerical results indicate that our pricing formulae are both accurate and efficient.
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7 Appendix

Appendix A: Proof of Lemma 1

Proof: By Ito’s Formula, we have

$$
\Psi_t = \Psi_0 + \int_0^t D\Psi_s ds + \int_0^t \eta_s dW_s + J_t,
$$

where $D$ denotes the infinitesimal generator of Levy type on $X_t$, defined at a bounded $C^2$ function $f$ with bounded first and second derivatives, by

$$
D f(t, x) = \frac{\partial f}{\partial t} + \mu(x)^\top \frac{\partial f}{\partial x} + \frac{1}{2} \text{tr}[\sigma(x)\sigma(x)^\top \frac{\partial^2 f}{\partial x^2}]
$$

$$
+ \sum_{j=1}^m \lambda_j(x) \int_{\mathbb{R}^n} [f(t, x + \delta_j z) - f(t, x)] d\nu_j(z),
$$

and

$$
\eta_t = \left(\frac{\partial \Psi_t}{\partial x}\right)^\top,
$$

$$
J_t = \sum_{j=1}^m \left( \sum_{0 < \tau_j(i) < t} (\Psi_{\tau_j(i)} - \Psi_{\tau_j(i)^-}) - \int_0^t \gamma_j^2 ds \right),
$$

with $\tau_j(i) = \inf\{t : N_t^j = i\}$ denoting the $i$th jump time of $Z_j$, $j = 1, 2, \cdots, m$, and

$$
\gamma_j^2 = \lambda_j(x) \int_{\mathbb{R}} [\Psi(t, x + \delta_j z) - \Psi(t, x)] d\nu_j(z).
$$

Assume the following technical integrability conditions satisfied:

1. $E[\int_0^T |\gamma_t| ds] < \infty$;
2. $E[|\Psi_t|] < \infty$;
3. $E[(\int_0^T \eta_s \eta_s^\top ds)^{\frac{1}{2}}] < \infty$.

Under integrability condition 3, $\int_0^t \eta_s dW_s$ is a martingale. Next we proof $J_t$ is a martingale as well. Let $t < s$ and fix $j$, we have

$$
E_t[\sum_{t < \tau_j(i) < s} (\Psi_{\tau_j(i)} - \Psi_{\tau_j(i)^-})] = E_t[\sum_{t < \tau_j(i) < s} E(\Psi_{\tau_j(i)} - \Psi_{\tau_j(i)^-} | X_{\tau_j(i)^-}, \tau_j(i))] 
$$

$$
= E_t[\sum_{t < \tau_j(i) < s} \Psi_{\tau_j(i)^-} - (\theta_j, \tau_j(i) - 1)] 
$$

$$
= E_t[\sum_{t < \tau_j(i) < s} \int_{\tau_j(i)^-}^{\tau_j(i)} \Psi_u - (\theta_j, u - 1) dN_u] 
$$

$$
= E_t[\int_t^s \Psi_u - (\theta_j, u - 1) dN_u],
$$
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Because the jump-counting process $N_{j,t}$ has intensity $\lambda_j(t, X_t)$, integrability condition 1 implies that

$$E_t[\int_t^s \Psi_u - (\theta_{j,u} - 1) dN_u] = E_t[\int_t^s \Psi_u (\theta_{j,u} - 1) \lambda_j(u, X_u) du].$$

Thus $E_t[\mathcal{J}_t] = \mathcal{J}_t$, i.e. $\mathcal{J}_t$ is a martingale.

Hence, the PIDE is obtained by computing $D\Psi_t$, setting it to zero, and dividing through the resulting equation by $\Psi_t$. Q.E.D.

**Appendix B: Proof of Proposition 1**

**Proof:** For a fixed $y \in \mathbb{R}$ and $0 < h < \infty$,

$$\frac{1}{2\pi} \int_{-h}^{h} \frac{e^{iky}(a - ikb, x, t, T) - e^{-iky}(a + ikb, x, t, T)}{ik} dk = \frac{1}{2\pi} \int_{-h}^{h} \int_{\mathbb{R}} \frac{e^{-ik(z-y)} - e^{ik(z-y)}}{ik} dG_{a,b}(z; x, t, T) dk$$

$$= \frac{1}{2\pi} \int_{-h}^{h} \int_{\mathbb{R}} \frac{e^{-ik(z-y)} - e^{ik(z-y)}}{ik} dk dG_{a,b}(z; x, t, T),$$

here Fubini theorem is applicable because of the fact that $|e^{iu} - e^{iv}| \leq |u - v|$, for any $u, v \in \mathbb{R}$, and

$$\lim_{y \to \pm \infty} G_{a,b}(y; x, t, T) = \psi(a, x, t, T) < \infty.$$ 

New we note that, for $h > 0$,

$$\frac{1}{2\pi} \int_{-h}^{h} \frac{e^{-ik(z-y)} - e^{ik(z-y)}}{ik} dk = -\frac{sgn(z-y)}{\pi} \int_{-h}^{h} \frac{\sin(k|z-y|)}{k} dk$$

is bounded simultaneously in $z$ and $h$, for each fixed $y$. By the bounded convergence theorem,

$$\lim_{h \to \infty} \frac{1}{2\pi} \int_{-h}^{h} \frac{e^{iky}(a - ikb, x, t, T) - e^{-iky}(a + ikb, x, t, T)}{ik} dk = - \int_{\mathbb{R}} sgn(z-y) dG_{a,b}(z; x, t, T)$$

$$= -\psi(a, x, t, T) + (G_{a,b}(y; x, t, T) + G_{a,b}(y--; x, t, T)), $$

where $G_{a,b}(y--; x, t, T) = \lim_{z \to y^-} G_{a,b}(z; x, t, T)$. Using the integrability condition (3.17), by the dominated convergence theorem we have

$$G_{a,b}(y; x, t, T) = \frac{\psi(a, x, t, T)}{2} + \frac{1}{4\pi} \int_{-\infty}^{\infty} \frac{e^{iky}(a - ikb, x, t, T) - e^{-iky}(a + ikb, x, t, T)}{ik} dk.$$ 

Since $\psi(\cdot, x, t, T)$ is an exponential function, thus $\psi(a - ikb, x, t, T)$ is the complex conjugate of $\psi(a + ikb, x, t, T)$, and we obtain (3.18).

---

15We define $sgn(x)$ to be 1 if $x > 0$, $-1$ if $x < 0$, and 0 if $x = 0$. 
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Appendix C: Lemma 2 and Its Proof

Lemma 2 The solution to the Riccati equation

\[ y'(t) = fy^2(t) + gy(t) + h \quad (7.1) \]

for \( t \leq T \) and \( fh < 0 \) with boundary condition \( y(T) = k \) is given by

\[ y(t) = l + dtanh(-\gamma(T-t)/2 + e), \quad (7.2) \]

where \( \gamma = \sqrt{g^2 - 4fh} \), \( l = -g/(2f) \), \( d = -\gamma/(2f) \), \( e = atanh((k-l)/d) \).

Proof: First we can check that

\[ a = -\frac{g + \gamma}{2f} \]

is a solution to the Riccati equation, where \( \gamma^2 = g^2 - 4fh \). Then we transform the \( y \) to \( z = \frac{1}{y-a} \), thus \( y = a + \frac{1}{z} \) and \( y' = -\frac{z}{z^2} \). Substitute the above two formulae into the Riccati equation, we get the following equation on \( z \):

\[ z' = \frac{1}{2}(-2f) + \gamma z, \quad (7.3) \]

which is a first order ordinary differential equation. By the condition \( y(T) = k \), we obtain that \( z \) satisfies \( z(T) = \frac{1}{k-a} \). Then it can be easily solve the equation 7.3 with the integral path from \( T \) to \( t \),

\[ z = \frac{-f}{2} \int_T^t e^{\gamma(t-s)} ds + C = \frac{-f}{\gamma e^{\gamma(T-t)}}[1 - e^{\gamma(T-t)}] + C e^{-\gamma(T-t)}, \]

by the condition \( z(T) = \frac{1}{k-a} \), we get the constant \( C = \frac{1}{k-a} \). Hence,

\[ z = \frac{-f}{\gamma} [e^{-\gamma(T-t)} - 1] + \frac{1}{k-a} e^{-\gamma(T-t)}. \]

By the above solution to the equation 7.3 we can solve the Riccati equation as follows:

\[ y = a + \frac{1}{z} = \frac{-g + \gamma}{2f} + \frac{2\gamma(a-k)}{(a-k)(-2f)e^{-\gamma(T-t)} - 1 - 2\gamma e^{-\gamma(T-t)}}, \]

by the following calculation, we get that

\[ y = l + \frac{\gamma}{-2f} + \frac{2\gamma(a-k)e^{\gamma(T-t)}}{((g + \gamma) - (-2f)k)(1 - e^{\gamma(T-t)}) - 2\gamma} \]

\[ = l + \frac{(2a\gamma - 2k\gamma)(-2f)e^{\gamma(T-t)} + \gamma((g + \gamma) - (-2f)k)(1 - e^{\gamma(T-t)}) - 2\gamma^2}{(-2f)((g + \gamma) - (-2f)k)(1 - e^{\gamma(T-t)}) - 2(-2f)\gamma} \]

\[ = l + \frac{2\gamma(g + \gamma) - 2(-2f)k\gamma e^{\gamma(T-t)} + ((g + \gamma)^2 - (-2f)k\gamma)(1 - e^{\gamma(T-t)}) - 2\gamma^2}{2f[(g + \gamma) - (-2f)](e^{\gamma(T-t)} - 1) + 2\gamma]} \]

\[ = l + \frac{\gamma e^{\gamma(T-t)}(\gamma^2 - 2\gamma - k) - (\gamma^2 + 2\gamma - k)}{-2f e^{\gamma(T-t)}(\gamma^2 - 2\gamma - k) + (\gamma^2 + 2\gamma - k)} \]

\[ = l + dtanh\left(-\frac{\gamma(T-t)}{2} + \frac{1}{2}\log((d + (k-l))/(d - (k-l)))\right) \]

\[ = l + dtanh\left(-\frac{\gamma(T-t)}{2} + e\right) \]
Finally we get the solution to the Riccati equation given in Lemma 2 with the analytical formulation.
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Figure 1: Sample paths of the cumulative jump of jump process $J_t$ and the intensity (3.3) with no other pure jump process, $i = 1$ and $R_t = \kappa(\theta - \lambda_t)$ without the diffusion fluctuation. The reversion rate $\kappa = 1.2$, the reversion level $\theta = 0.5$ and the sensitive parameter $\delta = 1$. $J_t$ is a pure jump process with independently distributed jumps at Poisson times with intensity $c = 2$ and independent jump sizes drawn from an exponential distribution with mean $J = 2$. 
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Table 1: Baseline Parameters for Numerical Illustration

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volatility of S</td>
<td>$\sigma_1 = 0.2$</td>
<td>Volatility of intensity process</td>
<td>$\sigma_2 = 0.3$</td>
</tr>
<tr>
<td>Risk-free interest rate</td>
<td>$r = 0.058$</td>
<td>Payment rate</td>
<td>$\phi = 0.02$</td>
</tr>
<tr>
<td>Initial price</td>
<td>$S_0 = 40$</td>
<td>Strike price</td>
<td>$K = 35$</td>
</tr>
<tr>
<td>Maturity</td>
<td>$T = 1$</td>
<td>Deadweight cost of bankruptcy</td>
<td>$\alpha = 0.6$</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>$\rho = 0.6$</td>
<td>Mean jump size of $S$</td>
<td>$\xi = -0.0388$</td>
</tr>
<tr>
<td>Annual jump intensity of $\tilde{N}_t$ in $J_t$</td>
<td>$\tilde{\lambda} = 2.0$</td>
<td>Sensitivity of intensity</td>
<td>$\delta = 1.0$</td>
</tr>
<tr>
<td>Reversal rate</td>
<td>$\kappa = 1.1$</td>
<td>Reversal level of intensity</td>
<td>$c = 0.5$</td>
</tr>
<tr>
<td>Positive jump probability</td>
<td>$p_1 = 0.5$</td>
<td>Negative jump probability</td>
<td>$p_2 = 0.5$</td>
</tr>
<tr>
<td>Positive Mean of jump size $Y$</td>
<td>$\frac{1}{\eta_1} = \frac{1}{6.8}$</td>
<td>Positive Mean of jump size $Y$</td>
<td>$\frac{1}{\eta_2} = \frac{1}{3}$</td>
</tr>
</tbody>
</table>

Figure 2: Vulnerable European call option price against spot-to-strike ratio for different correlations. This figure uses the basic parameters listed in Table 1. The solid, dashed, dash-dotted, solid with plus, and solid with circle lines correspond to $\rho = -1$, $\rho = -0.5$, $\rho = 0$, $\rho = 0.5$ and $\rho = 1$, respectively.

Table 2: Sensitivity Analysis for Some Key Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Effect on option prices</th>
<th>Parameter</th>
<th>Effect on option prices</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{\eta_1}$</td>
<td>Inverted S-shaped</td>
<td>$T$</td>
<td>?</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$-$</td>
<td>$\xi$</td>
<td>$+$</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>$+$</td>
<td>$\sigma_2$</td>
<td>$-$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>$-$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 3: Vulnerable European call option price against spot-to-strike ratio and correlation. This figure uses the basic parameters listed in Table 1. Here, spot-to-strike ratio $S_0/K$ changes from 0.6 to 2, and correlation coefficient $\rho$ changes from $-1$ to 1.

Figure 4: Influence of spot-to-strike ratio to the reduction in Vulnerable European call option price. This figure uses the basic parameters listed in Table 1.
Figure 5: Vulnerable European call option price against spot-to-strike ratio for different sensitivity of intensity. This figure uses the basic parameters listed in Table 1. The solid, dashed, dash-dotted, solid with plus, and solid with circle lines correspond to $\delta = 0$, $\delta = 0.5$, $\delta = 1$, $\delta = 1.5$ and $\delta = 2$, respectively.

Figure 6: Vulnerable European call option price against sensitivity of intensity $\delta$ for different strike prices. This figure uses the basic parameters listed in Table 1. The solid, dashed, and dash-dotted lines correspond to $K = 35$, $K = 40$, and $K = 45$, respectively.
Figure 7: **Vulnerable European call option price against volatility.** This figure uses the basic parameters listed in Table 1. The solid, and dashed lines correspond to $\sigma_1$ and $\sigma_2$, respectively.

Figure 8: **Vulnerable European call option price against spot-to-strike ratio for different maturities.** This figure uses the basic parameters listed in Table 1. The solid, dashed, and dash-dotted lines correspond to $T = 1$, $T = 1.5$, and $T = 2$, respectively.